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This thesis provides a comprehensive review of existing research and advancements in various aspects 

of microprocessor design and optimization, covering key challenges and innovative solutions. It 

introduces the issue bottleneck, a fundamental problem in microprocessor architectures, which refers 

to the limitations in the number of instructions that can be issued per clock cycle. It reviews different 

strategies and mechanisms proposed in the literature to overcome these limitations and improve 

overall processor throughput. In addition, it addresses the critical issues of security and data 

consistency in microprocessor systems with speculative execution capabilities. Further, it delves into 

various aspects of dynamic instruction reuse (DIR), value prediction (VP), and dynamic voltage and 

frequency scaling (DVFS), including theoretical foundations and practical implementations. 

Additionally, it covers state-of-the-art multi/many-core microprocessor simulators and parallel 

benchmarks, which are used for evaluating and optimizing microprocessor designs. 

It starts by presenting the augmentation of the Sniper simulator, with access to the operand values of a 

specific group of instructions. The motivation for accessing the operand values is given because 

computer programs, in particular graphic and multimedia applications, are characterized by a high 

degree of redundancy which can be exploited by DIR techniques. This work falls into the category of 

“open architectures” starting from the open-source concept, as it provides researchers with a 

methodology for reading the values of instruction operands. The most important added value is a 

technical one, comprising details about the simulator’s architecture and modifications. Furthermore, it 

is proposing a simulation methodology to study the potential reusability of specific types of dynamic 

instructions. The experimental study is done on the Splash-2 benchmark suite using the modified 

simulator, by varying the following parameters: the number of cores, the compiler optimization 

method, and the operand history length (depth of different operand values stored for each instruction). 

The results are indicating a promising potential of reusability, on average varying from 84 % to 87 %, 

on selected types of dynamic instructions and lead to the idea of implementing a 4-way associative 

reuse buffer (RB) in a multi/many-core system. The level of optimization of the compiler influences 

the degree of reusability and overall performance. A rough estimation of potential gain in performance 

(speedup) is also calculated, reaching a maximum of 17.5 % and 3.6 % on average. 

Another focus point is an original contribution that augments the Intel Nehalem multicore architecture 

with a selective high-latency arithmetic set-associative RB. The architecture is simulated using Sniper, 

which was further adapted to estimate the power consumption, area of integration, and chip 

temperature, including latency modifications for the newly added unit. The implementation of a set-

associative RB is a new approach, along with its applicability in a multicore microprocessor, applied 

to long-latency arithmetical instructions targeting dataflow bottleneck and increasing CPU 

performance. Additionally, a manual design space exploration process was done for the enhanced 
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microarchitecture, by varying the associativity and the size of the proposed RB unit and evaluating the 

impact on the interested metrics. The simulations on the Splash-2 benchmarks, revealed an average 

reuse rate of up to 33.27 % allowing a maximum speedup of 6.56 %. While the energy consumption 

remains stable, it can be seen an average chip temperature reduction of 2.8 °C along with an increase 

in associativity. 

Another highlight of this work consists in the implementation and evaluation of a selective VP in a 

multicore environment, with a focus on long latency arithmetical instructions, having the goal to break 

the dataflow bottleneck of each core, thus increasing the overall performance. The Sniper simulator 

was used to augment the Intel Nehalem architecture with a VP and to estimate the computing 

performance, area of integration, power consumption, energy efficiency, and chip temperature for the 

enhanced architecture. Multiple simulation scenarios were performed, where multiple parameters of 

the VP unit were varied: the number of entries, associativity, and the number of values that are used 

for prediction for each instruction. By increasing the history length, it was measured, on average, more 

than 3 % increase in performance (core speed-up), a reduction in chip temperature from 57.8 °C to 

56.17 °C, and lower energy consumption in most cases, compared with the baseline configuration. A 

comparison between the VP and DIR techniques in an equitable condition (to exploit the same value 

locality) was done, out of which the advantages and disadvantages of each technique in the given 

context are highlighted. The comparison was done in variation with the number of cores in the system. 

Moreover, an empirical analysis of the consecrated Splash-2 benchmark suite vs. the latest version of 

Splash-4 was performed. It was shown that on a 64-core configuration, half of the simulated 

benchmarks reach temperatures well beyond the critical threshold of 105 °C, emphasizing the 

necessity of a multi-objective evaluation from at least the following perspectives: energy consumption, 

performance, chip temperature, and integration area. During the analysis, it was observed that the 

cores spend a large amount of time in the idle state, around 45 % on average in some configurations. 

This can be exploited by implementing a predictive DVFS technique called the Simple Core State 

Predictor (SCSP) to enhance the Intel Nehalem architecture and to simulate it using Sniper. The aim 

was to decrease the overall energy consumption by reducing power consumption at core-level while 

maintaining the same performance. More than that, the SCSP technique, which operates with core-

level abstract information, was applied in parallel with VP or a DIR technique, which rely on 

instruction-level information. Using the SCSP alone, a 9.95 % reduction in power consumption and an 

energy reduction of 10.54 % were achieved, maintaining the performance. By combining the SCSP 

with the VP technique, a performance increase of 8.87 % was obtained while reducing power and 

energy consumption by 3.13 % and 8.48 %, respectively. 
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